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ABSTRACT

In the context of the CompMusic project we are develop-
ing methods to automatically describe/annotate audio mu-
sic recordings pertaining to various music cultures. As a
way to demonstrate the usefulness of the methods we are
also developing a system to browse and interact with spe-
cific audio collections. The system is an online web ap-
plication that interfaces with all the data gathered (audio,
scores plus contextual information) and all the descriptions
that are automatically generated with the developed me-
thods. In this paper we present the basic architecture of the
proposed system, the types of data sources that it includes,
and we mention some of the culture specific issues that we
are working on for its development. The system is in a
preliminary stage but it shows the potential that MIR tech-
nologies can have in browsing and interacting with music
collections of various cultures.

1. INTRODUCTION

Most music traditions around the world differ in the way
their music is produced, used, and understood. This is be-
cause each music tradition evolves together with the com-
munity that supports and enjoys that music, that is, their
music is influenced by their culture, language, geography,
and in general by their personality.

The development of computer-based tools for accessing
and listening to audio recordings has to consider the cul-
tural context of both the music and the user. Most existing
commercial tools, normally referred as audio players, are
heavily biased towards Western commercial music. These
tools allow users to search and navigate through the music
catalogs efficiently by using basic metadata (such as title,
album name or artist name) but they lack tools for more
complex ways to filter, navigate, and especially to explore
the specific musical concepts that characterize a given type
of music.

Listening to an audio recording is a significant part of
our interaction with a musical work, but the social context,
the description of the works, musicians, and of the musical
concepts related to the music are relevant information that
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complement and enrich our musical experience. The de-
veloped application enriches the process of searching and
listening to music recordings by taking advantage of the re-
sults of the CompMusic project [1], thus demonstrating the
use of the technologies developed in a practical context.

Next we mention some of the related applications that
have been developed and in the followings sections we go
over the components of our proposed system.

2. BACKGROUND

Most audio players, such as iTunes I are aimed at listen-
ing to music while providing users limited access to audio
metadata. Others, like Amarok?, also access additional
information sources related to the music from Wikipedia.
Online music streaming services such as Grooveshark 3

and Spotify * demonstrate a similar music experience while
hosting large-scale and easily accessible audio music sour-
ces with a social layer. An engaging example of social
interaction is the capability of posting timed commentaries
on the waveform visualization of a music recording in Sound-
Cloud? .

An interesting web application that provides richer brow-
sing capabilities is Freesound ®. Freesound is an online
repository of free audio samples [2] that has been devel-
oped over the past few years within our research group,
which also provides contextual metadata such as geotags
and audio descriptors. This repository, though, is designed
for browsing through sounds samples, not for delivering a
music listening experience, which is the aim of our appli-
cation here. A web application with a functionality and
research goals similar to our own is Songle [3]. Songle
is an online music service that promotes active listening
by computing and visualizing structure, beat, melody and
chord related descriptors. Songle also allows the users to
edit and correct any mistakes in the automatically extracted
features. However this system has been designed to be of
relevance for commercial pop music, thus the features ex-
tracted from the audio recordings may not be relevant to
every music culture (e.g., chords).

lhttp://itunes.apple.com
Zhttp://amarok.kde.org
3http://grooveshark.com
4http://spotify.com
Shttp://soundcloud.com
Shttp://freesound.org
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Figure 1. Architecture diagram of the proposed system.

3. SYSTEM OVERVIEW

The proposed system integrates many types of data and
information related to the audio tracks of a music collec-
tion and it has an interface that allows a user to navigate
through all the information in a musically meaningful way.
Figure 1 shows the components of the complete system as
we envision it, but only part of it is actually implemented
and described here.

3.1 Data sources

The system keeps some of the data sources in a database
and others are fetch from data repositories accessible through
web APIs. Here we briefly describe the different types of
data that are integrated and then used by the web applica-
tion.

3.1.1 Audio recordings

The first task in building the system has been to gather a
representative audio collection of the various music cul-
tures that we are studying (currently Hindustani, Carnatic
and Turkish makam). We made a selection from which we
could start carrying out research on several musically rele-
vant problems. Experts advised us and we bought around
200 commercial CDs for each repertoire plus we got ac-
cess to some personal CD collections, gathering more than
300 hours of audio recordings for each collection. The size
will grow in time and we aim at reaching 500 hours of au-
dio per collection in the next few years. For the selection
of the CDs it was important to choose recordings by recog-
nized and representative artists, with reliable editorial data.
The audio tracks that are actually accessible from the sys-
tem interface are the ones whose metadata is available in
MusicBrainz 7 and thus have an identifier that can be used

Thttp://musicbrainz.org
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to link the audio tracks with all the other available infor-
mation. The web interface displays the audio data and it
has a simple player to interact with it.

3.1.2 Audio features

Various low to mid level audio features from the audio
recordings of the music collections are extracted and kept
together with the audio recordings. Given that we are cur-
rently focusing on melodic and rhythmic dimensions of the
music we have extracted low level audio features such as:
perceptual amplitude, onsets, and predominant pitch [4].
For the Indian music collections, the tonic pitch of the lead
performer is also extracted [5]. The Essentia library [6], an
audio analysis library developed by our research group that
includes most of the common low and mid level feature
analysis algorithms, is used to compute these descriptions.
We are currently doing research on various culture specific
descriptors that will be integrated into Essentia and used in
the system as they become available. For example we are
working on intonation analysis [7], motivic analysis [8] or
rag recognition [9]. The audio features are stored in the
system using the YAML format ® .

The web application offers visualization of different au-
dio features, aligned in time with the audio data. In the
current version we have adapted the RepoVizz visualiza-
tion tool [10] and integrated it into the Web interface, as
shown in Figure 2. Visualizing the features while listening
to the audio adds another dimension to the musical experi-
ence.

3.1.3 Music scores

Each musical culture studied in the CompMusic project
uses some form of symbolic representations for their mu-
sic. In Turkish makam music an extended version of West-

8$http://en.wikipedia.org/wiki/YAML



Proc. of the 2" CompMusic Workshop (Istanbul, Turkey, July 12-13, 2012)

Audio analysis

IR

valY: 039
time: 40176 secs

| O

Figure 2. Dynamic and interactive visualization of audio features on the system’s web interface.

ern classical notation [11] is very much used. Hindustani
music uses Bhatkhande notation [12] and Carnatic music
uses Dikshitar’s notation [13], but these notations are not
used much by performers, being mainly used for archival
purposes.

To store the scores in machine readable format, we have
considered Humdrum [14] or MusicXML° . Currently we
have 1,700 scores from Turkish makam [15] and their in-
tegration into the system is in progress. The specific for-
mat to be used has not been decided but most probably
will be MusicXML. When not available in a public repos-
itory accesible through a web API, the machine readable
scores will be stored with the audio recordings and the au-
dio features. The audio recordings and the scores of the
same compositions will be linked using MusicBrainz and
displayed in a synchronized way.

3.1.4 Editorial metadata

Every audio recording that we have gathered is accompa-

nied by editorial metadata. Since most audio recordings

come from commercial CDs, the editorial metadata comes

from the cover or the booklet accompanying the CD. We

use MusicBrainz to store and access all this metadata, which
includes names of recordings, releases, compositions, com-

posers, performers, and other culture-specific musical con-

cepts. Most of the metadata of the audio recordings ob-

tained was not yet in MusicBrainz, thus we have had to

add it ourselves.

MusicBrainz is an open repository of music metadata. It
supports all the metadata associated to CDs plus other de-
tailed information about the music. It is designed in such
a way that it keeps information about the relations among
the previously mentioned musical concepts, thus providing
an ontology of music metadata. This metadata is accessi-
ble via a web service and it can be easily integrated in the
system. However MusicBrainz was designed to support
western popular music and it lacks the support for some
of our culture specific concepts. We are working closely
with the MusicBrainz community to help develop the Mu-
sicBrainz framework so that it can better support the the

http://www.makemusic.com/musicxml
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Collection CDs Recordings Performers
Carnatic 196 1001 60
Hindustani 136 495 64
Turkish-makam 100 1011 116

Table 1. Statistics of the CompMusic collection in Mu-
sicBrainz.

music repertoires we are working on. Table 1 shows the
statistics of the three main music collections we have up-
loaded to MusicBrainz, which is a subset of all the audio
recordings that we have gathered, thus we are still in the
process of completing them.

There are other information resources than can be used
to complement the editorial metadata obtained from Mu-
sicBrainz. One such resource is Wikipedia ', a dynamic
and evolving encyclopedia repository of universal know-
ledge. The complementary information that can be found
in Wikipedia, and automatically retrieved with its API, in-
cludes artist biographies, description of musical concepts
(such as raagas, taalas, makams, etc.) plus other editorial
information. All the editorial information is automatically
fetched and displayed in the Web interface of our system.

3.1.5 Semantic information

The previous data sources correspond to information that
is either obtained from music editors, communities of ex-
perts, or from the audio itself. Another way of obtaining
information about our music collections is through user
generated content, i.e., information provided by users in a
collaborative manner. This includes blogs, album reviews,
dedicated websites, social tags, or discussion forums. We
have started gathering semantic information from an online
dedicated forum of Carnatic music lovers, Rasikas.org 1
in which users engage in many types of discussions, cover-
ing most relevant Carnatic music related topics. In our pre-
liminary work [16] we have extracted and analyzed some

Onttp://wikipedia.org
nttp://rasikas.org
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Figure 3. A screenshot of the current user interface of the system.

semantic relations between Carnatic musical concepts. The
results of this research has not yet been incorporated into
the system.

3.2 Processing layer

In this layer we include the modules that process the data
sources gathered and obtain the higher level information
elements and the other representations that are needed for
the different functionalities of the system. This includes
the extraction of audio features and the algorithms that will
process all the different data sources, in order to get musi-
cally meaningful semantic concepts and the distance mea-
sures needed to navigate through the different information
objects. This is the part of the system that will evolve the
most during the course of the CompMusic project. Cur-
rently only part of the extraction of audio features is avail-
able.

The audio feature extraction algorithms are all integrated
into the Essentia library. We will further develop culture
specific algorithms to extract melodic and rhythmic char-

acteristics of the different musical repertoires. We are work-

ing on the automatic segmentation of the pieces, on the
characterization of rhythmic patterns and on the character-
ization of melodic motives. From these descriptions we
should be able to describe the music pieces and their basic
music elements, which are very much related to the ragas
and talas for Indian music and to the makams and usuls for
Turkish music.

In order to go a step further in the description of a mu-
sical repertoire we need to elaborate domain specific on-
tologies. With them we can guide the extraction of the
proper semantic concepts and formally represent them to-
gether with their relationships. The system can use these
ontologies to give the user a musically meaningful inter-
action with all the available information entities of a given
music collection.

The basic mechanism with which we will be able to na-
vigate through the information entities of a given collec-

tion is by musically meaningful similarity measures. Ex-
amples of these entities can be the actual pieces, a given
performer, or specific music elements such as a musical
phrase, a rhythmic patterns, or an expressive articulation.
Thus we will be able to explore all the musical elements of
a musical collection through similarity links.

3.3 Presentation layer

The presentation layer of the system includes the interface
with users or with other applications. Thus it has a web
interface and an API.

3.3.1 Web client

From the web browser interface the user can access and
interact with all the data and information available. In the
current version (Figure 3), the main functionality is to ac-
cess the audio recordings filtered by music concepts which
are specific to each culture. These filters are conceived
from the near ontological representation of metadata in
Musicbrainz, but also from other sources like Wikipedia.
The web client uses Ajax '? calls to retrieve the metadata.
Once an audio track is selected we can listen to it while
displaying the various audio features (e.g., pitch and on-
sets) and other musical concepts (e.g., motives) which are
extracted from the audio. Future versions of the web client
will allow more display and navigation capabilities, includ-
ing user personalization, session capabilities, annotation
and edition of audio features.

3.3.2 Linking open data

All the information gathered and processed within the sys-
tem will be published as Linked Data, structured data that
can be interlinked with other web resources, and integrated
into the Linking Open Data project [17]. The Linking
Open Data project is an initiative by the World Wide Web

2http://www.adaptivepath.com/ideas/
ajax—-new-approach-web-applications
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consortium (W3C '3) that encourages web applications to
publish their data in a structured way, so that it can be
shared and accessed by other web applications. Many of
the mentioned data sources in Sections 3.1.4
and 3.1.5 are also part of the Linking Open Data project.
This allows the proposed system to access up-to-date data
coming from these sources in a structured fashion.

4. CONCLUSIONS

In this paper we presented a system for browsing and in-
teracting with audio music collections that is aware of the
characteristics of the musical style. It uses knowledge of
specific music traditions in order to provide navigation tools
that make sense within that musical context. Its main goal
is to demonstrate the technologies developed in the Comp-
Music project in a practical application.

We have presented the basic architecture of the system,
the data sources used and we have mentioned some of the
research that we are currently doing within the CompMu-
sic project. The system is under active development and it
will evolve as we obtain more research results. Specially
we should be able to automatically generate more types of
higher level semantic information from the available data
and we should have more musically meaningful browsing
mechanisms.
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