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ABSTRACT

Lyrics-to-audio alignment aims to automatically match
given lyrics and musical audio. In this work we extend a
state of the art approach for lyrics-to-audio alignment with
information about note onsets. In particular, we consider
the fact that transition to next lyrics syllable usually im-
plies transition to a new musical note. To this end we for-
mulate rules that guide the transition between consecutive
phonemes when a note onset is present. These rules are in-
corporated into the transition matrix of a variable-time hid-
den Markov model (VTHMM) phonetic recognizer based
on MFCCs. An estimated melodic contour is input to
an automatic note transcription algorithm, from which the
note onsets are derived. The proposed approach is evalu-
ated on 12 a cappella audio recordings of Turkish Makam
music using a phrase-level accuracy measure. Evaluation
of the alignment is also presented on a polyphonic version
of the dataset in order to assess how degradation in the ex-
tracted onsets affects performance. Results show that the
proposed model outperforms a baseline approach unaware
of onset transition rules. To the best of our knowledge, this
is the one of the first approaches tackling lyrics tracking,
which combines timbral features with a melodic feature in
the alignment process itself.

1. INTRODUCTION

Lyrics are one of the most important aspects of vocal mu-
sic. When a performance is heard, most listeners will fol-
low the lyrics of the main vocal line. The goal of auto-
matic lyrics-to-audio alignment is to generate a temporal
relationship between lyrics and recorded singing. In this
particular work, the goal is to detect the start and end times
of every phrase (1-4 words) from lyrics.

In recent years there has been a substantial amount of
work on the extraction of pitch of predominant singing
voice from polyphonic music [18]. Some algorithms have
been tailored to the music characteristics of a particular
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singing tradition [12]. This has paved the way to an in-
creased accuracy of note transcription algorithms. One
of the reasons for this is that a correctly detected melody
contour is a fundamental precondition for note transcrip-
tion. On the other hand, lyrics-to-audio alignment is a
challenging task: to track the timbral characteristics of
singing voice might not be straightforward [4]. An addi-
tional challenge is posed when accompanying instruments
are present: their spectral peaks might overlap and occlude
the spectral components of voice. Despite that, most work
has focused on tracking the transitions from one phoneme
to another only by timbral features [4, 14]. In fact, at a
phoneme transition, in parallel to timbral change, a change
of pitch or an articulation accent may be present, which
contributes to the perception of a distinct vocal note onset
. For example, a note onset occurs simultaneously with the
first vowel in a syllable. This fact has been exploited suc-
cessfully to enhance the naturalness of synthesized singing
voice [21].

In this work we present a novel idea of how to extend
a standard approach for lyrics-to-audio alignment by us-
ing automatically detected vocal note onsets as a comple-
mentary cue. We apply a state of the art note transcrip-
tion method to obtain candidate note onsets. The pro-
posed approach has been evaluated on time boundaries of
short lyrics phrases on a cappella recordings from Turk-
ish Makam music. An experiment on polyphonic audio
reveals the potential of the approach for real-world appli-
cations.

2. RELATED WORK

2.1 Lyrics-to-audio alignment

The problem of lyrics-to-audio alignment has an inherent
relation to the problem of text-to-speech alignment. For
this reason most of current studies exploit an approach
adopted from speech: building a model for each phoneme
based on acoustic features [5,14]. To model phoneme tim-
bre usually mel frequency cepstral coefficients (MFCCs)
are employed. A state of the art work following this ap-
proach [5] proposes a technique to adapt a phonetic recog-
nizer trained on speech: the MFCC-based speech phoneme
models are adapted to the specific acoustics of singing
voice by means of Maximum Likelihood Linear Regres-
sion. Further, automatic segregation of the vocal line is
performed, in order to reduce the spectral content of back-



ground instruments. In general, in this approach authors
consider only models of phonetic timbre and are thus fo-
cused on making them more robust as a mean to improve
performance.

Few works for tracking lyrics combine timbral features
with other melodic characteristics. For example in [7]
a system for automatic score-following of singing voice
combines melodic and lyrics information: observation
probabilities of pitch templates and vowel templates are
fused to improve alignment. In [13] lyrics-to-audio align-
ment has been aided on a coarser level by chord-to-audio
alignment, assuming chord annotations are available in a
paired chord-lyrics format. However, to our knowledge,
no work so far has employed note onsets as additional cue
to alignment.

2.2 Automatic note segmentation

While the general problem of automatic music transcrip-
tion has been long-investigated, automatic singing tran-
scription has attracted the attention of MIR researchers
only in recent years [6, 11, 15]. A fundamental part of
singing transcription is automatic note segmentation. A
probabilistic note event model, using a HMM trained on
manual transcriptions is presented in [11]. The idea is that
a note consists of different states representing its attack,
sustain and decay phase. Then an onset is detected when
the decoding path goes through an attack state of a new
note.

A recent work on singing transcription with high onset
accuracy has been developed for singing voice from the fla-
menco genre [12]. It consists of two stages: predominant
vocal extraction and note transcription. As a primary step
of the note transcription stage, notes are segmented by a
set of onset detection functions based on pitch contour and
volume characteristics, which take into account the pecu-
liar for flamenco singing high degree of microtonal orna-
mentation.

3. PROPOSED APPROACH

A general overview of the proposed approach is presented
in Figure 1. An audio recording and its lyrics are input. A
variable time hidden Markov model (VTHMM), guided by
phoneme transition rules, returns start and end timestamps
of aligned words. For brevity in the rest of the paper our
approach will be referred to as VTHMM.

First an audio recording is manually divided into seg-
ments corresponding to structural sections (e.g. verse,
chorus) as indicated in a structural annotation, whereby
instrumental-only sections are discarded. All further steps
are performed on each audio segment. If we had used auto-
matic segmentation instead, potential erroneous lyrics and
features could have biased the comparison of a baseline
system and VTHMM. As we focus on evaluating the effect
of VTHMM, manual segmentation is preferred. In what
follows each of the modules is described in details.

Figure 1. Overview of the modules of the proposed ap-
proach. One can see how phoneme transition rules are
derived. Then together with the phonemes network and
the features extracted from audio segments are input to the
VTHMM alignment.

3.1 Vocal pitch extraction

To extract the melody contour of singing voice, we uti-
lize a method that performs detection of vocal segments
and in the same time pitch extraction for the detected seg-
ments [1]. It relies on the basic methodology of [19], but
modifies the way in which the final melody contour is se-
lected from a set of candidate contours, in order to reflect
the specificities of Turkish Makam music: 1) It chooses
a finer bin resolution of only 7.5 cents that approximately
corresponds to the smallest noticeable change in Makam
melodic scales. 2) Unlike the original methodology, it does
not discard time intervals where the peaks of the pitch con-
tours have relatively low magnitude. This accommodates
time intervals at the end of the melodic phrases, where
Makam singers might sing softer.

3.2 Note segmentation

In a next step, to obtain reliable estimate of singing
note onsets, we adapt the automatic singing transcrip-
tion method, developed for polyphonic flamenco record-
ings [12]. It has been designed to handle singing with
high degree of vocal pitch ornamentation. We expect that
this makes it suitable for material from Makam classical
singing having heavily vibrato and melismas, too. We re-
place the original first stage predominant vocal extraction



method with the vocal pitch detection method described
above.

The algorithm [12] considers two cases of onsets: in-
terval onsets and steady pitch onsets. A Gaussian deriva-
tive filter detects interval onsets as long-term changes of
the pitch contour, whereas steady-pitch onsets are inferred
from pitch discontinuities. As in the current work phoneme
transitions are modified only when onsets are present, we
opt for increasing recall at the cost of losing precision. This
is achieved by reducing the value of the parameter cF : the
minimum output of the Gaussian filter. The extracted note
onsets are converted into a binary onset activation at each
frame ∆nt = (0, 1). Recall rates of extracted note onsets
are reported in Table 2.

3.3 Phoneme models

The formant frequencies of spoken phonemes can be in-
duced from the spectral envelope of speech. To this end,
we utilize the first 12 MFCCs and their delta to the pre-
vious time instant, extracted as described in [24]. For
each phoneme a one-state HMM, for which a 9-mixture
Gaussian distribution is fitted on the feature vector. The
lyrics are expanded to phonemes based on grapheme-to-
phoneme rules for Turkish [16, Table 1] and the trained
HMMs are concatenated into a phonemes network. The
phoneme set utilized has been developed for Turkish and
is described in [16]. A HMM for silent pause sp is added
at the end of each word, which is optional on decoding.
This way it will appear in the detected sequence only if
there is some non-vocal part or the singer makes a break
for breathing.

3.4 Transition model

We utilize a transition matrix with time-dependent self-
transition probabilities which falls in the general category
of variable time HMM (VTHMM) [9]. For particular
states, transitions are modified depending on the presence
of time-adjacent note onset. Let t′ be the timestamp of the
closest to given time t onset ∆nt′ = 1. Now the transition
probability can be rewritten as

aij(t) =

{
aij − g(t, t′)q, R1 orR3

aij + g(t, t′)q, R2 orR4
(1)

R1 to R4 stand for phoneme transition rules, which are
applied in the phonemes network by picking the states i
and j for two consecutive phonemes. The term q is a con-
stant whereas g(t, t′) is a weighting factor sampled from a
normal distribution with its peak (mean) at t′:

g(t, t′) =

{
f(t; t′, σ2) ∼ N (t′, σ2), |t− t′| ≤ σ
0 else

(2)

Since singing voice onsets are regions in time, they
span over multiple consecutive frames. To reflect that fact,
g(t, t′) serves to smooth in time the influence of the dis-
crete detected ∆nt, where σ has been selected to be 0.075

seconds. In this way an onset influences a region of 0.15
seconds - a threshold suggested for vocal onset detection
evaluation by [6] and used in [12]. Furthermore, this al-
lows to handle slight timestamp inaccuracies of the esti-
mated note onsets.

3.4.1 Phoneme transition rules

Let V denote a vowel, C denote a consonant and L denote
a vowel, liquid (LL, M, NN) or the semivowel Y. RulesR1
and R2 represent inter-syllable transition, e.g. phoneme i
is followed by phoneme j from the following syllable:

R1 : i = V j = ¬L
R2 : i = C j = L

(3)

For example, for rule R2 if a syllable ends in a con-
sonant, a note onset imposes with high probability that a
transition to the following syllable is done, provided that
it starts with a vowel. Same rule applies if it starts with
a liquid, according to the observation that pitch change
takes place during a liquid preceding the vowel [21, timing
of pitch change]. Rules R3 and R4 are for intra-syllabic
phoneme patterns:

R3 : i = V j = C
R4 : i = ¬L j = V

(4)

Essentially, if the current phoneme is vocal and the next
is non-voiced (e.g. R1, R3), Eq. (1) discourages tran-
sition no next phoneme and encourages transition in the
opposite cases. An example of R4 can be seen for the syl-
lable KK-AA in Figure 2 where the note onset triggers the
change to the vowel AA, opposed, for example, to onset
at Y for the syllable Y-E-T. Note that these rules assume

Figure 2. Ground truth annotation of syllables (in or-
ange/top), phonemes (in red/middle) and notes (with
blue/changing position). Audio excerpt corresponding to
word şikayet with syllables SH-IY, KK-AA and Y-E-T.



total #sections #phrases per section #words per phrase

75 2 to 5 1 to 4

Table 1. Phrase and section statistics about the dataset.

that a syllable has one vowel, which is the case for Turk-
ish 1 . The optional silent phoneme sp is handled as a spe-
cial case: transition probability from any phoneme to sp is
derived according to intra-syllable rules, and the one from
any phoneme skipping to the phoneme following sp is de-
rived according to inter-syllable rules.

3.4.2 Alignment

The most likely state sequence is found by means of a
forced alignment Viterbi decoding.

δt(j) = max
i∈(j, j−1)

δt−1(i) aij(t) bj(Ot) (5)

Here bj(Ot) is the observation probability for state i for
feature vector Ot and δt(j) is the probability for the path
with highest probability ending in state j at time t (com-
plying with the notation of [17, III. B] 2 .

4. DATASET

The test dataset consists of 12 a cappella performances of
11 compositions with total duration of 19 minutes. The
performances are drawn from CompMusic corpus of clas-
sical Turkish Makam repertoire with provided annotations
of musical sections [23]. Solo vocal versions of the orig-
inals have been sung by professional singers, especially
recorded for this study, due to the lack of appropriate a cap-
pella material in this music tradition. A performance has
been recorded in sync with the original recording, whereby
instrumental sections are left as silence. This assures that
the order, in which sections are performed, is kept the
same. One of the contributions of this work is that we
make available the annotated phrase boundaries 3 . A mu-
sical phrase spans 1 to 4 words depending on the duration
of the words (as proposed in [10]). Table 1 presents statis-
tics about phrases, while the total number of words in the
dataset is 732.

Additionally, the singing voice for 6 recordings (with a
total duration of 10 minutes) from the dataset has been an-
notated with MIDI notes complying to the musical score 4 .
On annotation special care is taken to place the note on-
set on the time instant, at which the pitch becomes steady.
Thus we avoid placing the onset on an unvoiced phoneme
at the beginning of a syllable, which is assures rules R3
and R4 make sense (see Figure 2) 5 .

1 Among one-vowel syllabic languages are also Japanese and to some
extent Italian

2 To encourage reproducibility of this research an efficient open-
source implementation together with documentation is available at
https://github.com/georgid/AlignmentDuration/tree/noteOnsets

3 The audio and the annotations are available under a CC license at
http://compmusic.upf.edu/turkish-makam-acapella-sections-dataset

4 Creating the annotation is a time-consuming task, but we plan to an-
notate the whole dataset in the future

5 Onset annotations are available at

4.1 Evaluation metric

Alignment is evaluated in terms of alignment accuracy
as the percentage of duration of correctly aligned regions
from total audio duration (see [5, Figure 9] for an exam-
ple). A value of 100 means perfect matching of all phrase
boundaries in the evaluated audio. Thus accuracy can be
reported not only for an audio segment, but also on total
for a recording, or as a total for all the recordings.

5. EXPERIMENTS

5.1 Experiment 1: alignment with oracle onsets

As a precursor to the following experiments, lyrics-to-
audio alignment is run on these 6 recordings with manu-
ally annotated MIDI notes, which serve as an oracle for
note onsets. This is done to test the general feasibility
of the proposed model on the dataset, unbiased from er-
rors in the note segmentation algorithm, and to set a glass-
ceiling alignment accuracy. We have tested with different
values of q from Eq. 1 achieving best accuracy of 83.5%
at q = 0.23, which is used on all further reported experi-
ments.

5.2 Experiment 2: recognition of phonemes

In general, the comparison to other lyrics alignment sys-
tems is not feasible, because there is no current work de-
veloped for Turkish language. However, to have an idea
of how adequate the trained phoneme HMMs are, we have
annotated phoneme boundaries for some excerpts of total
length of 6 minutes. In [8] phonemes are recognized in
a cappella singing with no lyrics given in advance. With
phoneme MFCC-based HMMs - the same as our modeling
setting - a phoneme recall rate of 44% is reported. Even
though for forced alignment the recognition of phonemes
is relatively easier, given that they are ordered in a se-
quence, we measured lower overall phoneme recall of
37%. This indicates that our phoneme models trained only
on speech might not be the most optimal choice.

5.3 Experiment 3: comparison to a baseline

As a baseline we conduct alignment of the test dataset with
unaffected phoneme transition probabilities, e.g. setting all
∆nt = 0, which resulted in alignment accuracy of 70.2%.
Further, we measured the impact of the note segmentation
module (introduced in Section 3.2), varying onset detec-
tion recall by changing the minimum output of the Gaus-
sian filter (controlled by the parameter cF ). Table 2 sum-
marizes the alignment accuracy with VTHMM depending
on recall. On a cappella best improvement over the base-
line is achieved at recall of 72.3% (at cF = 3.5). This is
somewhat lower than the best recall of 81-84% achieved
for flamenco [12]. Setting recall higher than that degraded
performance because there are too many false alarms, re-
sulting in forcing false transitions.

http://compmusic.upf.edu/node/233



Figure 3. Example of boundaries of phonemes for the word şikayet (SH-IY-KK-AA-Y-E-T): on top: spectrum and pitch;
then from top to bottom: ground truth boundaries, phonemes detected with HMM, detected onsets, phonemes detected with
VTHMM; (excerpt from the recording ’Kimseye etmem şikayet’ by Bekir Unluater).

cF 5 4.5 4.0 3.5 3.0

a cappella
OR 57.2 59.7 66.8 72.3 73.2

AA 71.1 73.3 74.5 75.7 72.0

polyphonic
OR 52.8 58.2 65.9 66.2 68.4

AA 61.2 63.3 64.8 64.6 60.3

Table 2. VTHMM performance on a cappella and poly-
phonic audio, depending on onset detection recall (OR).
Alignment accuracy (AA) is reported as a total for all the
recordings.

Figure 3 allows a glance at the level of detected
phonemes: the baseline HMM switches to the follow-
ing phoneme after some amount of time, similar for all
phonemes. One reason for this might be that the waiting
time in a state in HMMs with a fixed transition matrix can-
not be randomly long [25]. In contrast, for VTHMM the
presence of note onsets at vowels activates rules R1 or R3,
which allows waiting in the same state longer, as there are
more onsets (for example AA from the word SH-IY-KK-
AA-Y-E-T has five associated onsets). We chose to modify
cF because setting it to lower values increases the recall of
interval onsets: Often in our dataset several consecutive
notes with different pitch correspond to the same vowel.
In fact, it is characteristic of Turkish classical music that
a single syllable may have a complex melodic progression
spanning many notes (up to 12 in our dataset) [3]. How-
ever, for cases of vowels held long on same pitch, con-
ceptually VTHMM is not capable of bringing any benefit.
This is illustrated in Figure 3 by the prematurely detected
end boundary of E from the word SH-IY-KK-AA-Y-E-T.

In addition to that, we examined alignment accuracy per
recording (Figure 4). It can be observed that VTHMM
performs consistently better than the baseline HMM (with
some exceptions of where accuracy is close).

6. EXTENSION TO POLYPHONIC MATERIAL

To test the feasibility of the proposed approach on poly-
phonic material, the alignment is evaluated on the original
versions of the recordings in the dataset. Typical for Turk-
ish Makam is that vocal and accompanying instruments
follow the same melodic contour in their corresponding
registers, with slight melodic variations. However, the
vocal line usually has melodic predominance. This spe-
cial type of polyphonic musical interaction is termed het-
erophony [3]. In the dataset used in this study, a singer is
accompanied by one to several string instruments.

We applied the vocal pitch extraction and note seg-
mentation methods directly, since both are developed for
singing voice in a setting that has heterophonic characteris-
tics. However, instrumental spectral peaks deteriorate sig-
nificantly the shape of the vocal spectrum. To attenuate the
negative influence of instrumental spectrum, a vocal resyn-
thesis step is necessary.

6.1 Vocal resynthesis

For the regions with predominant voice, the vocal con-
tent is resynthesized as separate vocal part. Resynthesis
is conducted based on the harmonic model of [20]: Based
on the extracted predominant pitch (see Section 3.1) and
a set of peaks from the original spectrum, the harmonic
partials of the predominant voice are selected and resyn-
thesized. Then MFCCs are extracted from the resynthe-
sized vocal part as if it were monophonic singing. This is
a viable step, because the harmonic partials preserve well
the overall spectral shape of the singing voice, including
the formant frequencies, which encode the phoneme iden-
tities [22] 6 . More details and examples of the resynthesis
can be found in previous work, which showed that the ap-
plication of a harmonic model is suitable for aligning lyrics
in Makam music [2]. A conceptually similar resynthesis

6 The resynthesis allowed us to verify that vocals are intelligible de-
spite some distortions from overlap with instrumental harmonic partials



Figure 4. Comparison between results for VTHMM and baseline HMM on a cappella.

step is an established part also in current methods for align-
ment of lyrics in polyphonic Western pop music [5, 14].

6.2 Experiment 4: comparison of a cappella and
polyphonic

The onset recall rates on polyphonic material after note
segmentation are not much worse than a cappella as pre-
sented in Table 2. Even though the degree of degradation
in onset detection is slight, degradation in alignment accu-
racy is significant. This can be attributed most probably to
the fact that our MFCC-based models are not very discrim-
inative and get confused by artifacts, induced from other
instruments on resynthesis. However, applying VTHMM
on polyphonic recordings still improves over the baseline
(see Table 3). Note that the margin in accuracy between
the baseline and the oracle glass ceiling is only about 6%,
which is about twice much in the case of solo voice.

HMM VTHMM oracle

a cappella 70.2 75.7 83.5

polyphonic 61.5 64.8 67.1

Table 3. Comparison of accuracy of baseline HMM,
VTHMM and, VTHMM with oracle onsets. VTHMM
shown are the best accuracies reported in Table 2. Align-
ment accuracy is reported on total for all recordings.

7. CONCLUSION

In this work we evaluated the behavior of a HMM-based
phonetic recognizer for lyrics-to-audio alignment in two
settings: with and without considering singing voice on-
sets as additional cue. Compared to existing work on lyrics
alignment, this is, to our knowledge, the first attempt to
include onsets of the vocal melody in the inference pro-
cess. Updating transition probabilities according to onset-
aware phoneme transition rules resulted in an improvement

of absolute 5.5 percent for aligning phrases of solo voice
from Turkish Makam recordings. In particular, due to rules
discouraging premature transition, the states of sustained
vowels could have longer durations.

Alignment on same data with instrumental accompani-
ment brought also some small improvement over a base-
line with no onset modeling. Having onset detection per-
forming not substantially worse than a cappella indicates
that improving the phoneme acoustic models in the future
could probably lead to even more significant improvement.

A practical limitation of the current alignment system is
the prerequisite for manual structural segmentation, which
we plan to automate in the future.
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